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Conventional DL-based wireless sensing 

(1) Non-visual 
(2) Complex
(3) high-dimensional





Primer:Pre-processing of RF data
 
Measured CSI:

STFT processing:



Challenges in wireless sensing







Complex-valued neural network



SLnet architecture



3.1 learning-assisted spectrogram enhancement 

A compact complex-valued 
MLP with four fully connected 
layers and tanh activations.

Data synthesis 

Loss and normalization 

Per-window specialization 



SEN results

Frequency components are more distinguishable after SEN enhancement.



3.2 multi-resolutions spectrogram fusions
STFTs at multiple window sizes → SEN per window → Stack channels = 
“hologram” → (Pipeline) phase modulation →  PCN





3.3 task-adaptive network 

Phase polarized feature extraction



Complex-valued neural network



Review of the overall architecture



Feature compression

After PCN, a compact head reduces dimensionality and adapts to tasks:

1. Complex FC + tanh,

2. Magnitude (absolute value) bridge to real domain,

3. Real FC + ReLU, then optional task-specific layers (e.g., softmax for N-way 
gesture classes or sigmoid for fall probability)



Experiment setup



Performance—Human gestures



Performance—human breadth



Performance-Recognition tasks

Recognition tasks



Questions

Let’s check Perusall comments!



My thoughts

Synthetic SEN training: Real hardware has quirks (CFO, I/Q imbalance). Will SEN 
still help if those don’t match the simulator?

Generalization: Accuracy drops in new rooms/users—how robust is it across 
layouts and day-to-day variation?

Hyperparameters: The “phase polarization” strength seems important—how 
sensitive are results to that choice?


